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Abstract
Multi-behavior recommendation exploits auxiliary behaviors
(e.g., view, cart) to help predict users’ potential target be-
havior (e.g., purchase) on a given item. However, exist-
ing works suffer from two issues: (1) They generally con-
sider only a single chain from auxiliary behaviors to the
target behavior, referred to as a purchase chain (e.g., view
→cart→ purchase), ignoring other valuable purchase chains
(e.g, view→purchase) that are beneficial for recommenda-
tion performance. (2) Most studies presume that interacted
items in auxiliary behaviors are good for recommendations,
and pay little attention to the negative transfer problem. That
is, some auxiliary behaviors may negatively transfer the in-
fluence to the modeling of target ones (e.g., items viewed but
not purchased). To alleviate these issues, we propose a novel
Multiple Purchase Chains (MPC) model with negative trans-
fer elimination for multi-behavior recommendation. Specif-
ically, we construct multiple purchase chains from auxiliary
to target behaviors according to users’ historical interactions,
while the representations of a previous behavior will be fed to
initialize the next behavior on the chain. Then, we construct
a negative graph for the latter behavior and learn the negative
representations of users and items which will be filtered out to
eliminate negative transfer. Experimental results on two real
datasets outperform the best baseline by 40.97% and 47.26%
on average in terms of Recall@10 and NDCG@10 respec-
tively, demonstrating the effectiveness of our method.

Code — https://github.com/VanillaCreamer/MPC

Introduction
Recommender systems are widely used to solve the prob-
lem of information overload (Guo, Zhang, and Yorke-Smith
2015; Zhang et al. 2019; Koren, Bell, and Volinsky 2009;
Rendle et al. 2009). It learns the representation of users and
items from user-item historical interactions. Many models
learn user and item representations merely based on users’
target behaviors (e.g., purchase), leading to serious cold-
start or data sparsity issues. In real scenarios, users may have
multiple kinds of behaviors on the same item, that is, a num-
ber of auxiliary behaviors (e.g., view, cart1) exist other than

*Corresponding Authors.
Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

1Behavior ‘cart’ is exchangeable with ‘add-to-cart’ in this pa-
per.

the target behavior. Different behaviors reflect the semantic
preferences of users at different levels (Gao et al. 2019; Xia
et al. 2021). Moreover, as the cost of auxiliary behaviors is
much lower than that of target behaviors, there are usually
a lot more auxiliary behaviors than target ones. Therefore,
auxiliary behaviors can be used to extract user preferences
and thus largely alleviate the problems of data sparsity and
cold start (Zhao et al. 2015; Loni et al. 2016; Jin et al. 2020;
Qiu et al. 2018). In fact, users usually impose multiple low-
cost auxiliary behaviors in a certain sequence on the same
item before real purchase, e.g., view→cart→purchase, re-
ferred to as a purchase chain in this paper. In such a chain, a
latter behavior exhibits a stronger signal of user preference
than the former one does (Wan and McAuley 2018). There-
fore, the representations learned from the previous behavior
can be used to facilitate the embedding learning of the latter
one.

Although a number of methods have considered the chain
dependencies among multiple behaviors (Gao et al. 2019;
Yan et al. 2024; Cheng et al. 2023), they still suffer from two
main issues. Firstly, most existing works only consider the
dependencies from a single purchase chain, ignoring other
valuable purchase chains (e.g., view→purchase), resulting
in sub-optimal performance. The different conversion rates
by distinct purchase chains indicate the necessity of adopt-
ing multiple chains simultaneously (Chu et al. 2022). Sec-
ondly, most existing works assume that all auxiliary behav-
iors are useful to model target behaviors and pay little atten-
tion to the negative transfer problem. That is, some auxiliary
behaviors may negatively transfer the influence to the mod-
eling of target ones (e.g., items viewed but not purchased).
As a matter of fact, since the volume of auxiliary behaviors
is much larger than that of target behavior, such a problem
cannot be simply ignored and left unresolved.

To alleviate the above issues, we propose a novel Multiple
Purchase2 Chains (MPC) model with negative transfer elim-
ination for multi-behavior recommendation. Specifically, for
the first issue, we construct multiple purchase chains to bet-
ter model dependencies among all kinds of user behaviors.
In this way, multiple purchase chains are adopted simulta-
neously for better recommendations. For the second issue,

2Purchase indicates target behavior in e-commerce systems. It
can be replaced with other domain-specific target behaviors.
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we propose that items interacted by the previous behavior
but not by the latter one in a purchase chain are treated as
negative items for the latter behavior. These negative items
are then taken as input to build a negative interaction graph
for the latter behavior, whereby the negative semantics can
be better considered. It’s important to note that our study of
sequence relationships differs from those in sequence rec-
ommendation. The latter refers to the sequence of differ-
ent items, whereas we focus on the dependencies between
different behaviors when interacting with the same item.
In summary, the main contributions of this work are high-
lighted as follows:

• We make use of multiple purchase chains to better model
the dependencies between auxiliary and target behaviors
across different chains. The representation of a previous
behavior is taken as the initialization of next behavior in
a purchase chain. In this way, better representations of
users and items can be learnt.

• We propose to select items interacted with a previous be-
havior but not with the next one as negative items, based
on which a negative graph is constructed for the latter be-
havior on the given purchase chains. The representations
of users and items learned from the negative graph will
be filtered out to resolve the issue of negative transfer.

• We comprehensively evaluate the effectiveness of the
proposed method on two real-word datasets. Experimen-
tal results show that our model can improve the recom-
mendation performance relative to the best baseline with
a large margin up to 40.97% and 47.26% on average in
Recall@10 and NDCG@10, respectively.

Related Work
Multi-behavior Recommendation
Multi-behavior recommendation exploits auxiliary behav-
iors to help predict users’potential interactions on the target
behavior. Owing to the effectiveness in alleviating the data
sparsity issue and enhancing recommendation performance,
it has drawn an increasing attention in recent years. Early
methods usually handle multi-behavior data by introduc-
ing multiple matrix factorization or designing new sampling
strategies. For example, Zhao et al. (2015) extend the tra-
ditional matrix factorization technique by conducting it on
multiple matrices. Loni et al. (2016) use multi-behavior as
auxiliary data and designs new sampling strategies to enrich
the training samples. However, these methods cannot cap-
ture sequential dependencies between multi-behavior. Lee
et al. (2015) revealed that item browsing patterns and cart
usage patterns are the important predictors of the actual pur-
chases.

Many researchers turn to explore multi-behavior recom-
mendation by designing deep neural networks or graph con-
volutional networks. For example, (Guo et al. 2019) de-
vise a bidirectional recurrent network with attention mech-
anism to model the behavior patterns of browsing and buy-
ing items. Wang et al. (2019) models high-order relation in
an explicit and end-to-end manner. Xia et al. (2020) incor-
porate multiple types of user behavior relationships into a

cross-behavior collaborative filtering framework. Jin et al.
(2020) take into account behavior semantics captured from
an item-item propagation layer, and combine them with be-
havior contributions learned from a user-item propagation
layer for score prediction. Xia et al. (2021) devise a hierar-
chical graph transformer network to perform the joint infor-
mation aggregation in multiple knowledge-aware behavior
modalities. Wei et al. (2022) design a contrastive learning
paradigm to capture the user-item relationships from multi-
behavior, which incorporates auxiliary supervision signals
into the sparse target behavior modeling. Gu et al. (2022)
construct a contrastive view pair for target and each auxil-
iary behavior sub-graph respectively. Xu et al. (2023) em-
body a behavior-aware graph neural network to uncover
latent cross-behavior dependencies and a comprehensive
contrastive learning paradigm at inter-behavior and intra-
behavior levels.

However, these works treat auxiliary behaviors equally,
and ignore the sequential relationship between multiple be-
haviors. Most recent works have recognized these issues.
Gao et al. (2019) extend the neural collaborative filtering
framework (NCF(He et al. 2017)) to multi-behavior settings,
which performs a joint optimization on cascading predic-
tion tasks. Yan et al. (2024) and Cheng et al. (2023) exploit
the behavior dependencies in a chain to directly facilitate
the embedding. However, they only learn the dependencies
from a single purchase chain (e.g.,view→cart→purchase)
consisting of all behaviors, ignoring other valuable purchase
chains (e.g, view→purchase) beneficial for recommenda-
tions. Instead, our work will simultaneously take multiple
purchase chains into account for better modelling sequential
dependencies among different user behaviors.

Negative Transfer
Recently researchers have attempted to use auxiliary behav-
iors combined with multi-task framework to improve multi-
behavior recommendation performance. For example, Chen
et al. (2020) efficiently correlate the prediction of each user
behavior in a transfer way without negative sampling. Chen
et al. (2021) explicitly model the high-order relationship be-
tween users and items through GCN, and perform multi-task
learning to predict each behavior.

However, when the auxiliary behavior is weakly corre-
lated with the target behavior or even not correlated, the use
of auxiliary behavior may reduce the learning performance
of the target behavior. This problem is regraded as nega-
tive transfer (Zhang et al. 2023b), which becomes an sig-
nificant challenge in multi-behavior recommendation. Only
few methods consider the effects of negative transfer. Zhang
et al. (2023a) perform information reconstruction to get
noiseless auxiliary behaviors and remove irrelevant infor-
mation. Meng et al. (2023b) and Meng et al. (2023a) use
the projection mechanism to explicitly model the correla-
tions of upstream and downstream behaviors to enhance the
learning of downstream tasks. Guo et al. (2023) use experts
to replace the shared bottom layer (Ma et al. 2018) to learn
behavior-aware information. While there have been many
studies on negative transfer in multi-task learning, this is-
sue still remains unresolved in the context of multi-behavior
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recommendation.

Our Proposed Method
Problem Formulation
For easy discussion, we first introduce a number of nota-
tions. Let U and I represent the set of M users and N
items. We use Y = {Y1,Y2, · · · ,YB} to denote the multi-
behavior interaction matrices and G = {G1,G2, · · · ,GB}
to denote corresponding multi-behavior interaction graphs,
where Yb and Gb = (V, Eb) are the interaction matrix and
graph of the behavior b, YB and GB are those of the last
behavior (i.e., the target behavior). All the interaction matri-
ces are boolean matrix, where each entry indicates a binary
value:

yu,i,b =

{
1, if u interacted with i by behavior b;
0, otherwise. (1)

Hence, the task of multi-behavior recommendation can be
formulated as follows. Given user-item interaction matrices
{Y1,Y2, · · · ,YB} and graphs {G1,G2, · · · ,GB}, our task
is to compute the probability yu,i,B that user u will interact
with item i under the target behavior B.

Model Overview
Figure 1 shows the overall framework of our MPC model.
In real scenarios, users usually use low-cost auxiliary be-
haviors in purchase chains to investigate interesting items,
and then select some items to purchase among them. There-
fore, the latter behavior in the purchase chain usually shows
more accurate user preferences than the former behavior.

We construct multiple purchase chains to explicitly model
the dependencies between multiple behaviors. Each behav-
ior chain consists of three key components. (1) Initialization.
We use a context-aware behavioral encoder to learn the ini-
tial embedding of users and items under each behavior. (2)
Behavior Transfer. To transfer information through purchase
chains, we take the embedding learned from the former be-
havior as an initialization to learn the next behavior’s em-
bedding. (3) Negative Transfer Elimination. We construct
negative graphs for latter behavior on purchase chains to
get the negative representations transferred through the pur-
chase chains and trim them to eliminate negative transfer.
Finally, we aggregate the representations under each behav-
ior on different purchase chains to predict each behavior in-
dividually. Without sacrificing generality, we preserve sym-
bols h and k to represent two behaviors in a given purchase
chain c (i.e., → h → k →). We use c to a purchase chain
and C is the set of purchase chains.

Multiple Purchase Chains Construction
Existing studies (Gao et al. 2019, 2021; Yan et al. 2024;
Cheng et al. 2023) have confirmed the existence of sequen-
tial relationships between multiple behaviors. However, it’s
important to note that not every behavior needs to occur in
real-world scenarios. In our approach, we leverage all avail-
able behaviors and their sequential relationships to construct
all possible purchase chains. (i,e,. each purchase chain com-
mences with view and concludes with purchase following by
(Gao et al. 2019, 2021).)

We generate all possible purchase chains by incorporat-
ing auxiliary behaviors between the view and purchase while
preserving the correct order relationship between behaviors.
This comprehensive approach allows us to capture the di-
verse sequences of user interactions.

Initialization
Following (Chen et al. 2021), we utilize a graph convolu-
tion network to develop a context-aware behavior encoder
to learn the initial embeddings of user u and item i under
behavior h, given by:

e
(l)
u,h = σ(

∑
i∈Nh

u

1√
|N h

u ||N h
i |

W(l)(e
(l−1)
i,h ⊙ e

(l−1)
r,h )),

e
(l)
i,h = σ(

∑
u∈Nh

i

1√
|N h

i ||N h
u |

W(l)(e
(l−1)
u,h ⊙ e

(l−1)
r,h )),

(2)

where e
(l)
u,h, e(l)i,h are the learned initialized embeddings of

user u and item i under behavior h at the l-th layer that
is not transferred from other behaviors. e(l)r,h is the behav-
ior embeddings at the l-th layer. N h

u and N h
i denote the set

of neighbors of u and i in the graph Gh, respectively. W(l)

is the layer-specific trainable weights matrix and ⊙ is the
element-wise product operator of vectors. 1√

|Nh
u ||Nh

i |
is a

normalization term to adjust the scale of embeddings. In the
0-th layer, we initialize the e

(0)
u , e

(0)
i and e

(0)
h by ID embed-

ding layers.
After updating the node representations by Eq. (2), the

behavior embedding can be transformed as follows:

e
(l)
r,h = W

(l)
h e

(l−1)
r,h , (3)

where W
(l)
h is a layer-specific trainable weight matrix that

projects the behavior embeddings to the same embedding
space as nodes and updates the behavior embedding. We ap-
ply the message propagation and aggregation on each behav-
ior, thus we can get the initial embeddings of user u and item
i under behavior h and the corresponding behavior’s embed-
ding. Specifically, for behavior h, the initial representations
of user u can be calculated by:

eu,h =
1

L+ 1

L∑
l=0

e
(l)
u,h, (4)

where L is the number of propagation layers. Similarly, we
obtain the initialization of item i and behavior r under be-
havior h as ei,h, er,h.

Note that there are multiple embeddings of users and
items under each behavior, including the initial embeddings
and the embeddings transferred from different chains. For
example, for user u under behavior k on the chain c (→ h →
k →), there are two kinds of embeddings eu,k and eu,k,c,
where eu,k,c is the transferred embedding under k from be-
havior h on the chain c, which is calculated in the following
subsection.
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Figure 1: An illustration of our proposed MPC model. MPC consists of three key components: initialization, behavior transfer
and negative transfer elimination.

Behavior Transfer
To transfer information through purchase chains, we take the
embedding learned from the former behavior as an initializa-
tion to learn the next behavior’s embedding (assuming that
behavior f comes before behavior h on the chain c):

e
(0)
u,h→k,+ = eu,f→h, e

(0)
i,h→k,+ = ei,f→h, (5)

where e
(0)
u,h→k, e(0)i,h→k denote the positive transferred em-

beddings at 0-th layer in the graph. eu,f→h and ei,f→h are
optimized transferred embeddings under behavior f → h
calculated as the following.

Then, we adopt LightGCN as an encoder on purchase
graph Gk to obtain transferred information from behavior
h to behavior k, we

e
(l)
u,h→k,+ =

∑
i∈Nk

u

1√
|N k

u ||N k
i |

e
(l−1)
i,h→k,+,

e
(l)
i,h→k,+ =

∑
u∈Nk

i

1√
|N k

i ||N k
u |

e
(l−1)
u,h→k,+,

(6)

where e
(l)
u,h→k,+, e

(l)
i,h→k,+ indicate the learned positive

transferred embedding at l-th layer of user u and item i of
behavior k, respectively.

After calculating embeddings at each layer, the positive
transferred embedding of user u and item i under behavior
kh can be obtained by layer combination:

eu,h→k,+ =
1

L+ 1

L∑
l=0

e
(l)
u,h→k,+,

ei,h→k,+ =
1

L+ 1

L∑
l=0

e
(l)
i,h→k,+.

(7)

Negative Transfer Elimination
It may introduce negative information if taking all the items
selected in the former behavior as the positive samples of the
latter behavior (i.e., negative transfer).

We argue that, on purchase chains, items that interacted
by the former behavior but not by the latter behavior (e.g.,
view without purchasing) as negative samples of the latter
behavior (e.g., purchase). We use these negative items to
construct negative graphs for the latter behavior on purchase
chains to obtain negative information transferred from the
former behavior and filter it out.

First, we construct a negative interaction matrix for the
latter behavior:

Yk/h = Yh ⊙ (I−Yk). (8)

Yh, Yk are the interaction matrix of behavior h and k, Yk/h

is the negative interaction matrix for behavior k. I is a matrix
completely filled with ones, ⊙ is the element-wise product
operator.

In this way, we can obtain negative graph Gk/h. The em-
beddings learned from the former behavior h are taken as the
input of the negative interaction graph Gk/h (assuming that
behavior f comes before behavior h on the behavior chain):

e
(0)
u,h→k,− = eu,f→h, e

(0)
i,h→k,− = ei,f→h. (9)

Then, we adopt LightGCN on the graph Gk/h as an en-
coder similarly to Eq. (6) and Eq. (7) to obtain the negative
transferred embedding eu,h→k,− and ei,h→k,− under behav-
ior h → k on the purchase chain.

At this point, we have obtained the positive and negative
transferred embeddings. Then we remove the negative trans-
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ferred embedding to get the optimized embedding under be-
havior h → k.

eu,h→k,opt = eu,h→k,+ − eu,h→k,−,

ei,h→k,opt = ei,h→k,+ − ei,h→k,−,
(10)

where eu,h→k,opt and ei,h→k,opt are the optimized trans-
ferred embedding of user u and item i on the chain, respec-
tively.

Embedding Aggregation on Chains
We aggregate two types of transfer embedding to obtain the
final transfer embedding on the purchase chain c.

eu,k,c = eu,h→k,+ + α · eu,h→k,opt,

ei,k,c = ei,h→k,+ + α · ei,h→k,opt,
(11)

where eu,k,c and ei,k,c are the final transferred embedding
of user u and item i on the chain c, respectively. α ∈ [0, 1] is
weight of optimized transferred embedding, enabling con-
trol over the ratio of negative transfer elimination. We use
the same value of α for optimized transferred embeddings.
However, the conversion rates between different behaviors
vary Chu et al. (2022). Therefore, the optimal ratio are
varies, which we intend to explore in the future.

Joint Learning Module
We aggregate the initial embedding and transferred embed-
dings learned from multiple purchase chains to calculate the
final embedding under each behavior for prediction.

gu,k = eu,k +
∑
c∈CK

βc · eu,k,c,

gi,k = ei,k +
∑
c∈C∥

βc · ei,k,c,
(12)

where CK is the set of purchase chains that contains behav-
ior k, gu,k,c and gi,k,c is the transferred embedding of user
u and item i on chain c. βc ∈ [0, 1] is the weight for the em-
bdding transferred from chain c, gu,k and gi,k are the final
embeddings for user u and item i under behavior k. Recall
that er,k denotes the obtained embedding of behavior k, the
likelihood that user u will perform behavior k on item i is
estimated by:

ŷu,i,k = g⊤
u,kdiag(er,k)gi,k. (13)

To learn all trainable parameters more effectively, we fol-
low (Chen et al. 2021) and apply the efficient non-sampling
learning loss as our training objective to optimize our pro-
posed MPC model.

The equation of the loss for each behavior k is as follows:

Lk(θ) =
∑
u

∑
i∈Nk

i

((c+i,k − c−i,k)(ŷu,i,k)
2 − 2c+i,kŷu,i,k)

+
d∑

p=1

d∑
q=1

(epr,ke
q
r,k

∑
u∈U

(gp
u,kg

q
u,k)

∑
i∈I

(gp
i,kg

q
i,k)),

(14)
where c+i,k, c

−
i,k denote the positive and negative weights of

entry ŷu,i,k. i ∈ N k denotes the interacted items of user u

Dataset #user #item #view #cart #purchase

Beibei 21,716 7,977 2,412,586 642,622 304,576
Taobao 48,749 39,493 1,548,126 193,747 259,747

Table 1: Statistics of our datasets.

under the behavior k. Last but not least, in order to get a
better model for each behavioral task, following most multi-
behavior tasks, we apply an MTL form to better learn pa-
rameters from the data of different behaviors:

L(θ) =
∑
b∈B

λb · Lb(θ) + µ||Θ||22, (15)

where λb is the weight to control the influence of behavior
b in the joint training. L2 regularization parameterized by µ
on Θ is conducted to prevent over-fitting.

Experiment
In this section, we conduct extensive experiments on two
real-world datasets to answer the following research ques-
tions. RQ1: How does MPC perform compared with the var-
ious state-of-the-art recommendation models? RQ2: How
do different designed modules contribute to the model per-
formance? RQ3: How does MPC perform with different pa-
rameter settings?

Datasets
To validate the effectiveness of our proposed MPC model,
we conduct experiments on two publicly available datasets.
We directly use the processed dataset in (Chen et al. 2021).
The details of datasets are listed in Table 1. Beibei is
the dataset collected from China’s largest infant product e-
commerce platform Beibei. It involves three types of inter-
action behavior, i.e., view, add-to-cart, and purchase, among
which purchase is the target behavior. Taobao is an open
dataset obtained from the largest e-commerce site Taobao,
which contains the same interaction type as Beibei.

Baselines
We compare our approach with a number of competing
methods, which can be classified into two categories: single-
behavior models and multi-behavior models.

Single-behavior Models: NCF (He et al. 2017): It is a
deep learning method which combines matrix factorization
with a multilayer perceptron model for item ranking. Light-
GCN (He et al. 2020): It exploits the high-order connectives
in the user-item.

Multi-behavior Models: MC-BPR (Loni et al. 2016):
It extends the origin BPR approach to fit heterogeneous
scenarios. EHCF (Chen et al. 2020): It conducts knowl-
edge transfer among behaviors and proposes a novel non-
sampling objective for multi-behavior recommendation.
GHCF (Chen et al. 2020): It is an improvement over EHCF
which relies on the GNNs to model the complex high-hop
user-item correlations. NMTR (Gao et al. 2019): This model
develops a cascading neural network to model the multi-
behavior data, which considers the effects of orders between
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behaviors. HPMR (Meng et al. 2023b): It uses the projec-
tion mechanism to prevents the mixing of upstream-specific
information into the shared information transferred down-
stream. It considers the effects of orders between behaviors
and negative transfer.

Evaluation Methodology
For a fair comparison with various models on recommenda-
tion, we adopt the widely-used leave-one-out evaluation and
two ranking metrics, Recall@K and NDCG@K. Generally,
greater values of both metrics indicate better ranking per-
formance. Note that we utilize the same evaluator in (Chen
et al. 2021), i.e., we rank all the items except positive ones
for each user, which is more persuasive than randomly sam-
pling a subset of non-interactive items for each user.

Parameters Settings
During the experimentation process, we conduct a search for
optimal parameters on the validation data and subsequently
evaluate the model on the test data. For the baseline meth-
ods, we initialize their parameters based on the correspond-
ing papers and carefully tune them to achieve optimal per-
formance.

Our MPC model is implemented using TensorFlow, and
we utilize the Adam optimizer with a learning rate of 1e-
3 during the training phase. The batch size is set to 2048.
We use a latent dimension of 64 for the model. In terms of
the number of GCN layers, we explore values in the range
of 1 to 4. For non-sampling methods, we set the positive
weight c+i,b as 1, and the negative weight c−i,b is chosen from
the candidate set [1e-5, 1e-4, 1e-3, 1e-2, 0.1, 1]. To mitigate
overfitting, we incorporate an embedding dropout ratio from
the candidate set [0.1, 0.2, 0.3, 0.4].

Overall Performance (RQ1)
Table 2 shows the performance of different methods on
Beibei and Taobao. To evaluate on different recommenda-
tion lengths, we set the length K = 10 and K = 50 in our
experiments. We have the following findings:

Our MPC model demonstrates superior performance
across all datasets, outperforming the best baselines on
the Beibei and Taobao by 5.04% and 76.90% in terms of
Reacll@10, and 5.41% and 89.08% in terms of NDCG@10,
respectively. These notable advancements highlight the ef-
fectiveness of our model.

In comparison to single-behavior recommendation meth-
ods, multi-behavior recommendation models consistently
exhibit significant performance improvements, confirming
the limitations of learning from a single type of behavior
alone. Non-sampling learning optimization strategies em-
ployed models generally outperform other sampling-based
models. For instance, the BPR strategy employed by MC-
BPR and NMTR leads to notably worse performance. Addi-
tionally, GHCF outperforms EHCF, showing the advantages
of GCN models in leveraging high-order neighbor informa-
tion for recommendation.

Furthermore, MPC and HPMR achieve better perfor-
mance than GHCF and NMTR outperforms MC-BPR.

MPC, HPMR and NMTR exploiting the sequential relations
among multiple behaviors, while GHCF and MC-BPR treat
auxiliary behaviors equally. These findings prove the inher-
ent inadequacy of learning sequential relations among mul-
tiple behaviors.

In Taobao, the enhancement in recall@10 significantly
surpasses that of recall@50. In Taobao, the frequency of
users utilizing shopping carts is lower, with many users
rarely utilizing them. Although numerous items aren’t added
to shopping carts, they could be positive samples. We set the
same ratio of negative transfer elimination, which is high for
cart, contributing to the less pronounced performance im-
provement in recall@50 on the Taobao.

Lastly, our method outperforms HPMR by explicitly
modeling multiple purchase chain relationships across mul-
tiple behaviors. This highlights the necessity of incorporat-
ing multiple purchase chains for improved performance.

Ablation Study (RQ2)
To verify the contribution of each part of MPC framework,
we conduct an ablation study with various variants over the
two datasets, including: (1) Base Model: we remove both
multiple purchase chains and negative transfer elimination
module; (2) w/o chain2: we use a single purchase chain
(view→cart→purchase); (3) w/o chain1: we use a single
chain(view→purchase); (4) w/o NTE: we use multiple pur-
chase chains (view→cart→purchase and view→purchase)
without negative transfer elimination module. The perfor-
mance of MPC and its variants are summarized in Table 2,
and we can find:

Our MPC model outperforms all its variants, and remov-
ing any part of the MPC significantly undermines its per-
formance. This fully demonstrates the effectiveness and ra-
tionality of our designed module. In comparison, the Base
Model exhibits the poorest performance across all datasets
when compared to other variants employing multi-behavior
learning. This finding further supports the validity and effec-
tiveness of each component of the MPC.

We also evaluate variants that utilize a single purchase
chain, namely ’w/o chain1’ and ’w/o chain2’. While both
variants outperform the Base Model, they still under-
perform in comparison to the overall MPC model, provid-
ing evidence that modeling multiple purchase chains yields
better performance than modeling a single purchase chain
alone. Furthermore, the results indicate that all purchase
chains are valuable for multi-behavior recommendation.

Additionally, the performance of the ’w/o NIL’ variant is
inferior to that of the MPC model. This observation confirms
the reasonability and effectiveness of the negative transfer
elimination module.

Influence with Parameters (RQ3)
Impact of the negative information filter out ratio α. We
set α ∈ [0, 1]. The results for the two datasets are presented
in Table 4. We tested values ranging from 0 to 1 at intervals
of 0.1. The performance of both datasets initially increases
and then decreases. For the Beibei dataset, the peak perfor-
mance is achieved at 0.9, while for the Taobao dataset, the
highest performance occurs at 0.1.
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Dataset Beibei Taobao

Model Recall@10 NDCG@10 Recall@50 NDCG@50 Recall@10 NDCG@10 Recall@50 NDCG@50

NCF 0.0441 0.0225 0.1562 0.0445 0.0391 0.0233 0.0728 0.0281
LightGCN 0.0451 0.0232 0.1613 0.0466 0.0415 0.0237 0.0814 0.0325
MC-BPR 0.0504 0.0254 0.1743 0.0503 0.0547 0.0263 0.0791 0.0297
NMTR 0.0524 0.0285 0.2047 0.0609 0.0585 0.0278 0.0942 0.0334
EHCF 0.1523 0.0817 0.3316 0.1213 0.0717 0.0403 0.1618 0.0594
GHCF 0.1922 0.1012 0.3794 0.1426 0.0807 0.0442 0.1892 0.0678
HPMR 0.2375 0.1352 0.3850 0.1677 0.0948 0.0586 0.1631 0.0731
MPC 0.2501 0.1425 0.3991 0.1753 0.1677 0.1108 0.1929 0.1165

Rel Impr. 5.04% 5.41% 3.66% 4.53% 76.90% 89.08% 1.96% 59.37%

Table 2: Performance of different models and the improvement rate compared with the best baseline on Beibei and Taobao.
Each column’s second-best score is underlined and the top score is highlighted in bold.

Dataset Beibei Taobao

metrics Recall@10 NDCG@10 Recall@10 NDCG@10
Base Model 0.1922 0.1012 0.0807 0.0442
w/o chain1 0.1671 0.0836 0.1598 0.0957
w/o chain2 0.1324 0.0637 0.1672 0.1103
w/o NTE 0.2299 0.1244 0.1606 0.1060

MPC 0.2501 0.1425 0.1677 0.1108

Rel Impr. 8.79% 14.55% 0.30% 0.45%

Table 3: Performance of MPC variants on Beibei and
Taobao.

α 0 0.5 0.8 0.9 1.0

NDCG@10 0.2299 0.2437 0.2485 0.2500 0.2493
Recall@10 0.12443 0.1362 0.1414 0.14253 0.1438

α 0 0.1 0.2 0.5 1.0

NDCG@10 0.1672 0.1674 0.1668 0.1672 0.1644
Recall@10 0.1103 0.1106 0.1096 0.1095 0.1083

Table 4: Performance of Different negative information filter
out ratio. The first table is the performance of beibei, and the
second table is the performance of Taobao.

We hypothesize that this phenomenon stems from the
disparate conversion rates between behaviors in the two
datasets. Consequently, items that are associated with one
behavior but not interacted by the latter behavior will in-
troduce noise to the latter behavior. In Beibei, the conver-
sion rate between behaviors is high, leading to a high pro-
portion of negative migration filter out ratio. In Taobao, the
frequency of users utilizing shopping carts is lower leading
to a low conversion rate between behaviors Hence, the ratio
needs to be a smaller proportion.
Impact of the weight of negative items c−i,b. For non-
sampling methods, we set the positive weight c+i,b as 1, while
the negative weight c−i,b is varied within the candidate set
[1e-5, 1e-4, 1e-3, 1e-2, 0.1, 1]. The experimental results are
illustrated in Figure 2. The best performance is achieved
with 0.1 on Beibei and 1e-4 on Taobao, as measured by
Recall@10 and NDCG@10 respectively. The result indicates

(a) Beibei (b) Taobao

Figure 2: Performance comparison with different negative
entry weight c−i,b on Beibei and Taobao.

that the assignment of different negative weight has a sub-
stantial impact on recommendation performance, underscor-
ing its significance in improving experimental results.

The reason behind this observation could be attributed to
the sparsity of the Taobao dataset compared to the Beibei
dataset. With a sparser dataset like Taobao, a smaller value
of the negative weight may lead to improved performance.

Conclusions and Future Work
In this work, we propose a novel multiple purchase chain
with negative transfer elimination for multi-behavior rec-
ommendation (MPC). Our proposed model aims to capture
the relationships between multiple behaviors by construct-
ing multiple purchase chains. We leverage the embedding
learned from the previous behavior as an initialization for the
subsequent behavior’s transferred embedding learning. To
address the issue of negative transfer, we explicitly construct
negative graphs for the subsequent behaviors on the pur-
chase chains. We then trim the embeddings learned from the
negative graph to eliminate negative transfer. Experimental
evaluations on two real-world datasets demonstrate that our
model achieves significant performance gains when com-
pared to state-of-the-art multi-behavior models. For future
research endeavors, we will focus on investigating methods
to learn optimal negative information filtering rates when
transferring information across multiple purchase chains.
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